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Abstract—It is valuable for modelers (especially those non-experts) 

in real applications to automatically select a proper set of terrain 

covariates for modeling the relationship between a geographic 

variable (phenomenon) and its environment, which is the basis for 

many predictive mapping of geographic variables (such as soil 

properties, landslide susceptibility, and species habitat suitability). 

For this aim, in this study we propose a case-based classification 

strategy which is designed based on two considerations. The first is 

that the cases created from existing predictive mapping applications 

with terrain covariates determined by experts would contain the 

implicit and non-systematic knowledge on selecting covariates 

according to specific application contexts. The second is that a binary 

classifier for each of terrain covariate candidates can be trained by 

the cases collected in advance and then be applied to a new 

application for automatically determining if the corresponding 

covariate should be selected or not for the new application. The 

proposed strategy can relieve users’ burden on using traditional 

statistical methods of selecting terrain covariates for mapping in a 

study area, i.e., collecting a large number of samples in the study area 

in advance, and preparing dataset of all terrain covariate candidates 

of the study area. Two methods based on the proposed strategy were 

implemented, i.e., the random forests (RF) method, and the logistic 

regression (LR) method. With the application domain of digital soil 

mapping (DSM), we built a case base containing 191 DSM cases 

which totally use 38 terrain covariates, and then conducted a leave-

one-out experiment for evaluation. Experimental results show that 

RF with the proposed strategy performed better. 

I.  INTRODUCTION 

Spatial distribution of geographical variables (phenomena; 
such as soil properties, landslide susceptibility, and species habitat 
suitability) is estimated increasingly by predictive mapping 
through modeling the relationship between geographical variables 
and environmental covariates [1]. Among those environmental 
covariates, terrain covariates are those mostly used (even 
exclusively used) [2,3], due to not only the substantial relationship 
between geographical variables and terrain [1] but also the high 
availability of digital elevation model (DEM) data for deriving 
diverse terrain covariates [4].  

Selection of a proper set of terrain covariates is crucial for 
building a reliable model for depicting a geographic variate–
environment relationship. Ignorance of important terrain 
covariate(s) will obviously impact the reliability of the built model 
of the relationship. Besides, inclusion of unnecessary terrain 
covariates may introduce errors to the model result. 

For modelers of predictive mapping (especially those non-
experts), it is still a challenge to select a proper set of terrain 
covariates for real applications. The selection of proper terrain 
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covariates highly depends on the domain knowledge related to the 
application context (such as the target of predictive mapping, 
geographic characteristics of study area, and data resolution), 
while nowadays so many topographic attributes are candidates of 
terrain covariates [2,4]. Such application context knowledge, 
although crucial in modeling, is often implicit, non-systematic, and 
hard to be presented in a clear form (such as rules) for modelers 
[4,5]. 

Currently there still has no effective method of automatically 
selecting a proper set of terrain covariates for predictive mapping, 
so to lower the burden of modelers. Some statistical methods have 
been designed to select terrain covariates for predictive mapping 
[6-9]. However, they need modelers to collect a large number of 
samples in the application area in advance, and to prepare dataset 
of all candidates of terrain covariates of the area. Then it could be 
tested if each individual of terrain covariate candidates is 
statistically related to the geographical variable of predictive 
mapping. Such requirements of using these statistical methods are 
heavy burden on modelers and often unpractical in real 
applications. Thus the statistical methods are with limited 
applicability and also hard to be automated. 

In this study we propose a case-based classification strategy of 
automatically selecting terrain covariates for modeling geographic 
phenomenon–environment relationship. Two methods are 
designed based on the proposed strategy and evaluated based on 
an experiment of selecting terrain covariates for digital soil 
mapping (DSM). 

II. METHODS 

The case-based classification strategy is proposed based on 
two considerations. The first is that the cases created from existing 
applications with terrain covariates determined by experts would 
contain the application context knowledge on selecting terrain 
covariates. Artificial intelligent domain provides “case” as a 
suitable way to formalizing the prior and non-systematic 
knowledge [10]. Case-based method has been primarily explored 
in digital terrain analysis [5] and showed promising performance 
in using application context knowledge to support automatic 
modeling. The second consideration is that a binary classifier for 
each individual of terrain covariate candidates can be trained by 
the collected cases in advance and then be applied to a new 
application. Then it could be automatically determined if the 
corresponding covariate should be selected for the new application 
[11]. Unlike those existing statistical methods of selecting terrain 
covariates, the proposed strategy need neither collecting a large 
number of samples in the study area of the new application, nor 
preparing the dataset of all candidates of terrain covariates in the 
study area. Both the training process and applying process of the 
proposed strategy can be automated, once the case base was built. 
Therefore, the proposed strategy should be reasonable and 

practical for automatically selecting a proper set of terrain 
covariates for predictive mapping. 

A. Case formalization 

Similar to the normal design of cases, a case which records an 
existing applications with terrain covariates determined by experts 
is designed as two parts, i.e., the problem part, and the solution 
part. The problem part of a case describes the application context 
information of the case. In this study, the target of predictive 
mapping, geographic characteristics of application area, and data 
resolution are recorded in the case problem part. Specifically, the 
geographic characteristics of application area are described by two 
factors (i.e., the area size, and the terrain complexity of the 
application area) and further formalized as four quantitative 
attributes (i.e., the size of application area, the total relief, the 
standard deviation of elevation, and the mean slope of the 
application area) [5,11].  

In this study, the solution part of a case records those terrain 
covariates adopted by the corresponding application case. 

According to above-designed case formalization, a case base 
could be built through collecting and formalizing existing 
applications with terrain covariates determined by experts. These 
existing applications could be collected from scientific 
publications and open technical reports of real applications of 
predictive mapping. 

B. Binary classification methods 

Above-built case base can be used to train a binary classifier 
for each terrain covariate appearing in the solution part of cases in 
the case base. The input features of the classifiers are attribute 
values of the case problem part. The output of each classifier is a 
Boolean value, that is, whether the corresponding terrain covariate 
should be selected for modeling the geographical variate–
environment relationship under the input features (i.e., the 
application context of the case). Then, such classifiers trained for 
each terrain covariates can be used to automatically select terrain 
covariates for a new application case, according to the problem 
part of the new case. 

In current study we consider two popular binary classification 
methods, i.e., the random forests (RF) method, and the logistic 
regression (LR) method. RF [12] is a typical ensemble machine 
learning method widely used for classification. Its advantages 
include noise resistance, working well on imbalanced data, and 
free of variable distribution [12]. It has been proposed for the case-
based strategy of automatically selecting of terrain covariates [11].  

LR is a generalized linear model for classification, which can 
produce the probability of classification and require no assumption 
on the data distribution. LR could be potentially available for the 
proposed strategy in this study. 
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III. EXPERIMENT 

Above-presented two methods with the proposed strategy were 
evaluated through an experiment of selecting terrain covariates for 
digital soil mapping (DSM). DSM is often conducted by modeling 
the soil–environment relationship for a study area, in which terrain 
covariates are mostly used and even exclusively used [3]. While 
results from RF with the proposed strategy was recently published 
in Ref. [11], this study focuses on comparison between RF and LR 
with the proposed strategy. 

A. Case base of DSM 

In this experiment we adopted a DSM case base built in Ref. 
[11]. The DSM case base contains 191 cases spread around the 
world (Figure 1), which were collected from the scientific papers 
published in DSM-related journals in recent years. A total of 38 
terrain covariates appear in the case base. Details of the case base 
are referred to Ref. [11]. 

 

Figure 1.  Map of DSM cases. 

 

B. Experimental design 

A leave-one-out experiment was designed to evaluate the 
performance of the two methods with the proposed strategy. 

A so-called Novice method was also test as a reference method 
for comparison with the proposed methods. The Novice method 
simulates a normal way of selecting covariates by novices, that is, 
adopting those terrain covariates which were most frequently 
appeared in the case base, according to the count of covariates 
adopted in the original solution (i.e., the solution part) of an 
evaluation case [11]. 

Three quantitative evaluation indices widely used for 
classification accuracy evaluation were calculated for the results 
from the tested methods when applying to a new application case 
(i.e., evaluation case) in the leave-one-out experiment. 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (1) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(2) 

𝐹1-𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙)

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

(3) 

where TP, FN, and FP mean True Positives, False Negatives, and 
False Positives, respectively. The recall index is the ratio of 
covariates selected correctly by the method under test to those 
covariates adopted in the original solution of the evaluation case. 
The precision index is the ratio of covariates correctly selected by 
the method under test to those covariates selected out by the 
method. The F1-score ranges from 0 (the worst performance) to 1 
(the best performance).  

Mean and standard deviation (Std.) of these three evaluation 
indices were calculated for comparing the performance of the 
methods under test.  

C. Experimental results 

Table 1 shows that RF with the proposed strategy performed 
best. RF correctly selected most of covariates for evaluation cases, 
and meanwhile selected less covariates which were not in the 
original solution of evaluation cases. Although LR with the 
proposed strategy performed better than the Novice method 
according to the precision index, LR performed worst according 
to the recall index and F1-score index. By comparison, LR often 
selected less covariates for evaluation cases, which resulted in 
lower values of recall index. Note that the imbalance among 
frequency of individual covariates appeared in the case base plays 
a challenge on the classification methods, RF showed its 
advantage of working well on imbalance data, while LR performed 
poorly on current limited case base with imbalance data. 

TABLE I.  MEAN AND STANDARD DEVIATION (STD.) OF THE EVALUATION 

INDICES FROM THE METHODS UNDER TEST. 

Method Evaluation Index Mean Std. 

RF with 

the 

proposed 
strategy 

recall 0.644 0.380 

precision 0.704 0.391 

F1-score 0.624 0.362 

LR with 

the 

proposed 
strategy 

recall 0.414 0.350 

precision 0.546 0.407 

F1-score 0.332 0.275 

Novice recall, precision, F1-score 0.474 0.321 

 

IV. CONCLUSIONS 

In this study we propose a case-based classification strategy 

of automatically selecting terrain covariates for modeling 

geographic phenomenon–environment relationship. Two 

methods (i.e., RF, and LR) based on the proposed strategy were 
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implemented and compared. A leave-one-out experiment based 

on a DSM case base shows that RF with the proposed strategy 

performed best. 
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